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including the following employment dummies in our regressions: 10-19 people (32 % of firms 

in the sample), 20-49 (41 %), 50-249 (20 %) and 250 or more (7 %). 

We also include two-digit NACE industry dummies to control for the heterogeneous 

shocks in different industries (Békés et al., 2011) as well as the possibly heterogeneous 

organization of firms in different sectors.14 Country dummies are also added to control for 

such factors as differences in management culture (Geletkanycz, 1997), pre-crisis 

organization (Aghion and Bloom, 2014) and the degree of recession (Békés et al., 2011; Shuh, 

2012).  

 

Estimation strategy 

 

As our dependent variable is categorical and can take three values, one has to use a discrete 

choice model. In particular, we have chosen a multinomial logit model because it is relatively 

flexible and easy to interpret. 

In the multinomial logit framework the probability that outcome 𝑘 will be chosen by 

firm 𝑖 is: 

𝑃(𝑌𝑖 = 𝑘) =
𝑒𝑥𝑖

′𝛽𝑖

∑ 𝑒𝑥𝑖
′𝛽𝑘𝐾−1

𝑘=1

  for all k. 

Here, 𝑥𝑖 is the vector of explanatory variables while 𝛽𝑖 is the parameter vector to be 

estimated. We always choose “no change” as the base category while “centralized” and 

“decentralized” are the two alternatives. Besides the parameters, we also estimate average 

marginal effects for easier interpretation.15 

One potential identification problem is the possibility of reverse causality, because the 

decision about centralization may affect our shock variables. To check the relevance of this 

issue, we instrument these variables with the average fall of revenue at the four-digit 

industry-country level in a two-stage least squares regression (i.e., a proxy for the seriousness 

of the crisis at a more disaggregated level than our industry and country dummies). This 

industry-country level fall in turnover should be exogenous from the perspective of the firm 

because it is unlikely to be affected by the individual firm’s centralization decision. We chose 

the industry-level fall in demand variable as an instrument for all of our shock variables 

because it if the very likely the most exogenous variable as well as a good proxy for external 

                                                           
14 We created an “other” category for 2-digit industries with less than 50 observations and 
manufacturing firms which reported a non-manufacturing industry code. Our results are robust to 
dropping these firms from the sample.  
15 We use the “margins” command of Stata to do so.  
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demand conditions firms , and may, to some extent, determine to some extent the other 

variables.  

Running this model requires addressing two issues. First, an instrumental variable 

strategy may be very complicated to use in a multinomial logit setting, therefore, we simply 

run a linear regression with a dummy representing whether the firm centralized or not.16 

Second, in some industry-country combinations we observe very few firms and, hence, the 

given firm can play a very large role in the average, which may threaten the exclusion 

restriction. To handle this, we always exclude the firm in question from the calculation of the 

industry-country level average. We also drop the observation when only one firm is present in 

an industry-country cell. 

 

RESULTS 

Descriptive evidence 

 

Table 2 shows how firms facing different shocks changed their level of centralization.17 

During 2009 7.1 percent of firms decentralized and 19.45 percent of firms centralized their 

strategic decision-making. The probability of centralization is strongly related to all our shock 

measures. In terms of change in turnover, only about 15 percent of firms with an increasing 

turnover centralized compared to 23 percent of firms which faced a very serious fall, with the 

other two categories in between. The differences in this respect are even more pronounced 

for the change in employment: 16 percent of firms with increasing employment centralized, 

while this share was 31 percent for firms deciding on a large layoff. A similar pattern is found 

for investment (17.4 vs 23.1 %). Finally, 25 percent of firms postponing innovations 

centralized compared to 16.3 percent of other firms. In contrast to centralization, the 

relationship between these variables and decentralization is quite weak. The strongest 

pattern can be seen for the postponing innovation variable with 8.6 percent of postponing 

firms decentralizing compared to 6.3 percent of non-postponing firms.  

                                                           
16 This is in line with the multinomial logit results which show that our variables are more likely to 
affect centralization than decentralization. Excluding decentralizing firms from this regression yields 
similar results.  
17 As it was discussed, the change in employment and investment variables are continuous, but we 
divide them into these intervals to ease the interpretation of the descriptive statistics. 
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Regression results 

 

While the descriptive results of the previous subsection are suggestive, regression analysis is 

needed to show if the patterns arise because of a composition effect and whether the different 

shocks have independent effects.  

Table 3 shows the results from a multinomial regression.18 The first two columns show 

the coefficients when the change in turnover and labor are included as explanatory variables, 

while columns (3) and (4) show the average marginal effects of the same variables for the 

                                                           
18 Industry dummies are not reported for brevity. 

Table 2 

Different shocks and the centralization decision 

 

Decentralized 

No change  

in centralization Centralized Total 

No change or increase in sales 7.43 77.63 14.94 28.34 

Sales decrease: 0-10% 7.79 73.76 18.45 19.16 

Sales decrease: 10-30% 6.61 71.43 21.96 34.41 

Sales decrease: >30% 6.78 70.40 22.82 18.18 

     No change or increase in 

employment 6.98 76.92 16.1 53.96 

Employment decrease: 0-10% 7.3 72.24 20.46 22.27 

Employment decrease: 10-30% 6.87 68.42 24.7 18.44 

Employment decrease: >30% 8.2 60.85 30.95 5.32 

     No change or increase in 

investment 6.65 75.98 17.37 62.80 

Investment decrease: 0-10% 6.9 73.53 19.57 5.61 

Investment decrease: 10-30% 9.28 65.59 25.13 6.98 

Investment decrease: >30% 7.67 69.21 23.12 24.61 

     Did not postpone innovation 

investment 6.26 77.49 16.26 64.02 

Postponed innovation 

investment 8.59 66.28 25.13 35.98 

Total 7.1 73.45 19.45   
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probability of decentralizing and centralizing, respectively. Columns (5)-(8) repeat this 

exercise with adding the change in investment and the “did not postpone innovation” 

dummies. When interpreting the magnitudes of the estimates, we rely on the estimated 

marginal effects.  

Let us consider the effect of the change in turnover and employment variables first. 

According to column (4), a 10 percentage point larger turnover shock (-10 change in the 

turnover change variable) is associated with a 0.57 percentage point (s.e.=0.2 percentage 

point, t-value=2.793) higher probability of centralization, while the effect of a similar sized 

employment shock is about three times as large with a 1.6 percentage point (s.e.=0.23 

percentage point, t-value=7.026) increase in this probability. These two variables are 

important both in economic (compared to the 19.45 % of centralizing firms) and statistical 

terms, in line with H1 and H2.  

The larger economic and statistical magnitude of employment change suggests that, in 

line with our hypothesis, employment change indeed has a strong, independent relationship 

with centralization, either because it reflects negative expectations or the added stress and 

coordination problems associated with layoffs. Interestingly, and in line with these 

considerations, the coefficient of this variable is positive in the decentralization equation, 

suggesting that firms facing a large employment shock are not only more likely to centralize, 

but are also less likely to decentralize.  

In columns (5)-(8) we add the investment and innovation variables to our regression. 

Again, column (8) shows the marginal effects of the variables for decentralization. The 

marginal effect of the investment variable has the expected sign, but is of a small magnitude. 

Hence, these results do not provide evidence for our hypothesis 3: when controlling for the 

other dimensions of the shock, we do not find an independent effect of investment change. 

In contrast, postponing innovation is strongly related to centralization: firms which had 

to postpone an innovation project were 5.75 percentage points (s.e.= 0.74 pp, t-value=7.739) 

more likely to centralize than similar firms which did not have to postpone such a project. 

This result is large both in economic and statistical terms, and is in line with the descriptive 

results. This finding provides support for theories emphasizing the strong relationship 

between decentralized organizations and innovation. Interestingly, this variable has a 

negative coefficient in the decentralizing equation (-1.8 pp, s.e.=0.5 pp, t-value=3.574) as 

well, suggesting that firms that postpone an innovation are more likely to change (either 

centralize or decentralize) their decision-making process. This may be explained within the 

sense of urgency framework by assuming that postponing innovation reflects a large shock 

which can generate a sense of urgency. 

 



 

 

Table 3  

Multinomial logit model 

  (1) (2) (3) (4) (5) (6) (7) (8) 

 

Decentralized Centralized Decentralized Centralized Decentralized Centralized Decentralized Centralized 

 

Coefficients Marginal effects Coefficients Marginal effects 

                  

Sales change 0.00356 -0.00348 0.000281 -0.000567 0.00543 -0.00129 0.000370 -0.000270 

 

(0.00212) (0.00139) (0.000136) (0.000203) (0.00218) (0.00142) (0.000139) (0.000207) 

Employment 

change 

0.00165 

(0.00254) 

-0.0108 

(0.00159) 

0.000265 

(0.000162) 

-0.00163 

(0.000232) 

0.00292 

(0.00257) 

-0.00926 

(0.00161) 

0.000326 

(0.00161) 

-0.00140 

(0.000234) 

Investment 

change 

    

-0.000533 

(0.000577) 

-0.000797 

(0.000376) 

-2.26e-05 

(3.68e-05) 

-0.000109 

(5.46e-05) 

Postpone 

innovation 

inv. 

    

-0.364 

(0.0736) 

-0.417 

(0.0485) 

-0.0178 

(0.00498) 

-0.0575 

(0.00743) 

Employment: 

20-49 

0.336 

(0.0845) 

0.146 

(0.0535) 

0.0175 

(0.00468) 

0.0164 

(0.00732) 

0.333 

(0.0846) 

0.139 

(0.0538) 

0.0173 

(0.00468) 

0.0152 

(0.00731) 

Employment: 

50-249 

0.736 

(0.0967) 

0.451 

(0.0647) 

0.0418 

(0.00660) 

0.0564 

(0.00972) 

0.734 

(0.0968) 

0.448 

(0.0649) 

0.0415 

(0.00660) 

0.0554 

(0.00969) 

Employment:  

> 250 

0.705 

(0.140) 

0.760 

(0.0896) 

0.0321 

(0.00982) 

0.112 

(0.0157) 

0.715 

(0.141) 

0.764 

(0.0901) 

0.0325 

(0.00986) 

0.111 

(0.0156) 

France -0.691 -0.614 -0.0365 -0.0651 -0.691 -0.613 -0.0365 -0.0650 

 

(0.203) (0.152) (0.0147) (0.0201) (0.204) (0.152) (0.0148) (0.0201) 

Germany -0.306 -0.383 -0.0171 -0.0442 -0.302 -0.375 -0.0168 -0.0434 
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(0.197) (0.149) (0.0148) (0.0202) (0.197) (0.150) (0.0149) (0.0202) 

Hungary -0.575 0.262 -0.0380 0.0478 -0.570 0.273 -0.0382 0.0497 

 

(0.291) (0.180) (0.0174) (0.0272) (0.291) (0.181) (0.0175) (0.0273) 

Italy -0.414 0.748 -0.0369 0.138 -0.414 0.752 -0.0374 0.138 

 

(0.204) (0.145) (0.0147) (0.0212) (0.205) (0.146) (0.0148) (0.0212) 

Spain 0.668 0.629 0.0492 0.0877 0.615 0.569 0.0450 0.0776 

 

(0.194) (0.146) (0.0158) (0.0211) (0.194) (0.147) (0.0158) (0.0211) 

UK -0.488 -0.183 -0.0294 -0.0188 -0.487 -0.178 -0.0295 -0.0181 

 

(0.208) (0.152) (0.0150) (0.0208) (0.208) (0.152) (0.0151) (0.0208) 

Industry 

dummies 2-digit NACE 

2-digit 

NACE 2-digit NACE 

2-digit 

NACE 2-digit NACE 

2-digit 

NACE 2-digit NACE 

2-digit 

NACE 

Observations 14,201 14,201 14,201 14,201 14,201 14,201 14,201 14,201 

Pseudo R-2 0.0511 0.0511 0.0511 0.0511 0.0566 0.0566 0.0566 0.0566 

Log-

likelihood 
-9875 -9875 -9875 -9875 -9818 -9818 -9818 -9818 

Note: The table shows the results of the multinomial logit models estimating the impact on centralization decision. The 

dependent variable shows whether the firm centralized, decentralized or did not change their decision-making process during 

2009, with 'no change' as the base category. Columns 1 and 2 display regression coefficients, column 3 and 4 show marginal 

effects, while columns (4)-(8) repeat this exercise with a model where we also include the change in investment and a dummy 

showing if the firm postponed its innovation activities. Sales change is the modified continuous measure of decrease in turnover. 

Employment change is measured in percentage. Investment change is the modified continuous measure of change in investment. 

Postpone innovation investment is 1 when the firm did not postpone innovation investment and zero otherwise. Employment is 

measured with a set of dummies. In the case of countries the baseline is Austria. 2-digit industry NACE codes are included when 

noted. Standard errors are in parenthesis.  
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When including these variables, the point estimate of the coefficient of turnover 

changes. In the centralization equation it halves and also becomes less significant while the 

estimate of employment change remains similar to our previous findings. This suggests that, 

after all, change in employment and postponing innovations are the strongest predictors of 

organizational change while the other shock measures have relatively small effects when we 

control for all these measures. 

Turning to our controls, we find some evidence that larger firms are more likely to 

change their level of centralization, as the coefficients of size dummies are positive both in 

the decentralization and centralization equations. The results are clearer in the case of 

centralization when the coefficients are gradually increasing with firm size. For example, 

according to the marginal effect estimates, medium-sized firms are 5.7, while large firms are 

11 percentage points more likely to centralize than smaller firms with 10–20 employees. 

Again, these effects are large both in economic and statistical terms. This finding suggests 

that managers of large firms are more likely to change, and especially to centralize the 

strategic decision-making process of the firm. 

When considering country effects, note that Austria is the base category. In terms of 

centralizing, we find evidence for large differences across countries. Firms were most likely to 

centralize in Italy and Spain, and least likely to do so in France and Germany. The difference 

between Italy and France is about 20 percentage points, which is again large enough both in 

economic and statistical terms. This effect provides evidence for the importance of country-

level cultural and institutional differences when deciding to take centralization decisions.  

As we have discussed already, one possible concern with this identification strategy is 

the possibility of reverse causality, i.e., that the centralization decision can affect our shock 

measures. As discussed above, we address this problem by including the four-digit industry-

country level average decline in turnover as an instrument for each of the firm-level shock 

measures. Because we have only one instrument, we will include the shock variables one by 

one into separate linear probability regressions when the dependent variable is a dummy 

showing whether the firm centralized or not.  

Results are presented in Table 4. The four blocks of the table show regressions when 

the different shock measures are included. In all blocks, column (1) shows an OLS for 

comparison, column (2) show 2SLS estimate when only the variable in question is included, 

column (3) shows results when size and country controls are included, while in column (4) 

we also add two-digit industry dummies.  

The similarity of the magnitude of the estimates in this table to the marginal effects 

estimated in the multinomial logit models suggests that our earlier results were not a 

consequence of reverse causality and it was indeed the shock variables that drove 
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centralization. In actual fact, the results reinforce that the employment change and the 

postponed innovation variables are the strongest predictors of centralization. Similarly to the 

earlier results, these variables are important both in economic and statistical terms: a 10 

percentage points larger employment shock is associated with a 3–8 percentage point larger 

probability of centralization, while postponing innovations may lead to 2.5–5 percent larger 

probability of centralization (depending on the set of controls included), while the other 

variables have smaller coefficients. 

Table 4 

Instrumental variable strategy 

  (1) (2) (3) (4) 

 

OLS no controls no industry controls all controls 

          

Sales change  -0.00108 -0.00396 -0.00131 -0.00284 

 

(0.000188) (0.000523) (0.000592) (0.00144) 

     Observations 13,727 13,727 13,727 13,727 

R-squared 0.049   0.047 0.043 

     Employment change -0.00196 -0.00827 -0.00298 -0.00628 

 

(0.000224) (0.00111) (0.00134) (0.00321) 

     Observations 13,727 13,727 13,727 13,727 

R-squared 0.052   0.049 0.027 

     Investment change -0.000351 -0.00229 -0.000852 -0.00173 

 

(5.18e-05) (0.000316) (0.000385) (0.000894) 

     Observations 13,727 13,727 13,727 13,727 

R-squared 0.050   0.042 0.001 

     Postpone innovation inv. -0.0699 -0.484 -0.240 -0.444 

 

(0.00695) (0.0704) (0.110) (0.246) 

     Observations 13,727 13,727 13,727 13,727 

R-squared 0.054   0.011   
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Note: The table shows the results of the instrumental variable strategy estimating the impact 

on centralization decision. The dependent variable shows whether the firm centralized, 

decentralized or did not change their decision-making process during 2009, with 'no change' 

as the base category. Column 1 shows the result of the OLS estimation with employment, 

country and industry controls. Column 2-4 show the result of the IV strategy using various 

control variables. In column 2 no control variables are included, column 3 controls for 

employment and country, while in column 4 employment, country and industry controls are 

included. Standard errors are in parenthesis.  

 

Robustness 

 

We conduct three types of robustness tests. First, we include a number of additional controls 

to handle omitted variable bias. Second, we estimate our model with a multinomial probit to 

see whether the results are robust to the more flexible probit function. Third, we include a 

more flexible functional form for the turnover and investment change variables which were 

not continuous in the raw data.  

One possible concern with our results is that both the crisis measures and 

centralization can be correlated with many omitted variables. In this subsection we exploit 

additional variables from the EFIGE dataset in order to introduce a number of controls to our 

main equation to see whether the main results change. First, in Table 5 we include variables 

measuring the ownership structure, financing, and group structure of the firm while in Table 

6 we include variables which proxy management and strategy. The main results turn out to 

be robust to the inclusion of these controls.  

Ownership. Agency theory pays a lot of attention to incomplete contracts between 

shareholders and management (Aghion and Tirole, 1997; Grossman and Helpman 2004). 

The inefficiencies generated by these contracts can vary according to the type of the 

shareholder. Therefore, three control variables are added to the original model: shareholder 

type, foreign shareholder, and family owned firm.  

The variable showing the type of the most important shareholder can take the following 

values: 1 “Individual/Group of individuals”; 2 “Industrial firm”; 3 “Holding firm”; 4 “Bank or 

insurance company”; 5 “Other independent financial corporation not included in the group 

(private equity and venture capital)”; 6 “Public entity”; 7 “Other”. We create dummies for all 

these possible values of the variable with “Individual/Group of individuals” as the base 

category. The foreign shareholder and family owned firm variables are dummies. 
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Table 5 

Multinomial logit – robustness check 1 

 

(1) (2) (3) (4) 

 

Decentralized Centralized Decentralized Centralized 

 

Coefficients Marginal effects 

Sales change 0.00566 -0.000593 0.000374 -0.000168 

 (0.00227) (0.00149) (0.000145) (0.000213) 

Employment change 0.00230 -0.00949 0.000288 -0.0014 

 (0.00269) (0.00169) (0.000171) (0.000240) 

Investment change -0.000353 -0.000863 -1.02e-05 -0.00012 

 (0.000604) (0.000397) (3.85e-05) (5.66e-05) 

Postpone innovation inv. -0.333 -0.399 -0.0157 -0.0528 

 (0.0768) (0.0511) (0.00488) (0.00725) 

Shareholder: industrial 

firm -0.200 0.0405 -0.0127 0.00871 

 (0.151) (0.0933) (0.00847) (0.0136) 

Shareholder: holding 

firm -0.132 -0.152 -0.00631 -0.0192 

 (0.142) (0.0932) (0.00863) (0.0124) 

Shareholder: 

bank/insurance company 

0.322 

(0.550) 

0.229 

(0.391) 

0.0196 

(0.0440) 

0.0290 

(0.0610) 

Shareholder: other 

financial 0.147 0.768 -0.00485 0.13 

 (0.387) (0.223) (0.0236) (0.0431) 

Shareholder: public 

entity -1.186 -0.424 -0.0471 -0.0452 

 (1.024) (0.496) (0.0257) (0.0579) 

Shareholder: other 0.112 0.283 0.00280 0.042 

 (0.211) (0.133) (0.0142) (0.0215) 

Foreign shareholder -0.0199 0.218 -0.00446 0.0317 

 (0.208) (0.129) (0.0133) (0.0185) 

Family owned 0.187 0.113 0.0104 0.0136 

 (0.0874) (0.0566) (0.00559) (0.00809) 

Domestic affiliates 0.102 0.0536 0.00582 0.00632 

 (0.111) (0.0778) (0.00730) (0.0113) 

Foreign affiliates 0.286 -0.00211 0.0202 -0.00482 

 (0.129) (0.0939) -0.00982 (0.0131) 

Belong to national group 0.0383 0.403 -0.00383 0.0613 

 (0.122) (0.0786) (0.00753) (0.0127) 

Belong to foreign group 0.0912 0.385 -0.000162 0.0574 
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 (0.227) (0.142) (0.0146) (0.0231) 

External finance 0.171 -0.00712 0.0111 -0.00352 

 (0.0794) (0.0520) (0.00508) (0.00742) 

Self-financing (%) -0.000267 -0.000500 -9.95e-06 -6.83e-05 

 (0.000894) (0.000581) (5.71e-05) (8.30e-05) 

Industry dummies 2-digit NACE 
2-digit 

NACE 
2-digit NACE 2-digit NACE 

Observations 13,187 13,187 13,187 13,187 

Pseudo R-2 0.0623 0.0623 0.0623 0.0623 

Log-likelihood -9019 -9019 -9019 -9019 

Note: The table shows the results of the multinomial logit models estimating the impact 

on centralization decision. The dependent variable shows whether the firm centralized, 

decentralized or did not change their decision-making process during 2009, with 'no 

change' as the base category. Column 1 and 2 display regression coefficients, column 3 

and 4 show marginal effects. Sales change is the modified continuous measure of decrease 

in turnover. Employment change is measured in percentage. Investment change is the 

modified continuous measure of change in investment. Postpone innovation investment 

is 1 when the firm did not postpone innovation investment and zero otherwise. The other 

explanatory variables are dummy variables and described in the text. Initial 

centralization, employment and country controls are included, but not reported. 2-digit 

NACE codes are included as industry controls if noted. Standard errors are in parenthesis. 

 

In Table 5 we do not find evidence for differences between the most frequent ownership 

structures, but there is some evidence that firms owned by “other” owners behave somewhat 

differently from family owned firms, which is the base category here. Second, we also find 

some evidence for more decentralization in family-owned firms: these firms are about 2 

percentage points more likely to decentralize than other firms.  

Finance. Leverage is an important issue in decentralization (Aghion, Room and Van 

Reenen, 2013). To track this effect, we include two variables, namely, whether the firm relies 

on external finance or is self-financing. External finance is a dummy which takes the value of 

1 if the company had recurrent external financing in the period 2008–2009. Self-financing is 

a continuous variable measuring which percentage of investments was financed from internal 

sources between 2007 and 2009. In Table 5 we do not find evidence for a relationship 

between financing and centralization: the marginal effects are small both in economic and 

statistical terms. 

Group organization. The SBU approach of centralization describes how headquarters 

and strategic business units interact (Golden, 1992; Kunisch et al., 2012). If a company is 

part of a group, it may simply follow group policies when designing its decision-making 

processes. Similarly, decisions about centralization may differ between local and 
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multinational firms. Therefore, we add two sets of dummies showing whether the firm is a 

member of a business group (separate dummies for national and foreign groups) and if it has 

affiliates (separate dummies for domestic and foreign affiliates).  

According to our estimates, firms which are part of a group were more likely to 

centralize than independent firms, irrespective of the nationality of the group. Indeed, group 

members were 6 percentage points more likely to centralize than independent firms. Having 

affiliates, on the other hand, does not seem to affect the probability of centralization.  

Most importantly, however, the point estimates and standard errors of the main 

variables remain very similar to the main table. In other words, the previous results are 

robust for controlling for ownership, finance, and group structure. 

Next we turn to the variables measuring the management and strategic characteristics 

of firms in Table 6. 

Management. Management capabilities can influence centralization, e.g., CEOs can be 

motivated in maintaining the status quo (Geletkanycz, 1997) or act differently if their goals 

are not aligned with those of the owners (Hong et al., 2015). We proxy these factors by three 

variables: CEO is also an owner, the age of the CEO, and whether the CEO receives 

performance based financial reward.  

We include 3 dummies to describe the recruitment of the managers. The base category 

is when the CEO is also the owner; while the three dummies take the value of one (1) if the 

CEO came from outside the firm, (2) if she was appointed from within the firm, and (3) if 

other. The CEO’s age is a categorical variable where the first category is under 25, the last 

(seventh) one is 75 or over, and the other categories cover 10 years each. Again, we create a 

set of dummies from this variable. The financial reward is also a dummy variable which takes 

the value 1 if the CEO has received financial reward for her performance. 

We find that there is a difference between owner and non-owner CEOs in their 

willingness to decentralize: non-owner CEOs are actually less likely to decentralize by 

between around 2 and 3 percentage points. However, we do not find evidence for a 

relationship between the age of the CEO and centralization. Based on the results, it seems 

that CEOs receiving financial incentives are more likely to change the decision-making 

process: the probability of both centralization and decentralization is about 4 percentage 

points higher in firms where managers have financial incentives. 

Strategy. Strategy influences structure (Mintzberg, 1990; Ansoff, 1991), and, as a 

result, centralization can also vary among companies with different strategies. Therefore, 

three strategic focus dummies were derived from the spontaneous answer to the question 

“With respect to your business, indicate the main competitive factors which will determine 

the success of your firm in the next years” (1) Lowering product cost; (2) Improving product 
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quality; and (3) Increasing brand recognition. The estimates suggest that firms with a low 

cost strategic focus were more likely to centralize than firms with ‘other’ focus. This is in line 

with the assumption that during recessions centralized organizations can cut costs more 

efficiently.  

Importantly, the estimates for our key variables do not change greatly. Controlling for 

management and strategy variables does not change our main conclusions.  

Table 6 

Multinomial logit – robustness check 2 

  (1) (2) (3) (4) 

 

Decentralized Centralized Decentralized Centralized 

 

Coefficients Marginal effects 

Sales change 0.00417 -0.000987 0.0003 -0.000210 

 (0.00261) (0.00176) (0.000176) (0.000252) 

Employment change 0.00428 -0.00835 0.000423 -0.00128 

 (0.00306) (0.00195) (0.000205) (0.000279) 

Investment change -0.000265 -0.00087 -4.29e-06 -0.000122 

 (0.000685) (0.000457) (4.60e-05) (6.55e-05) 

Postpone innovation inv. -0.317 -0.346 -0.0161 -0.0454 

 (0.0866) (0.0590) (0.00581) (0.00843) 

Age of CEO: 25-34 ys -0.628 -0.187 -0.0655 -0.0103 

 (0.865) (0.853) (0.112) (0.143) 

Age of CEO: 35-44 ys -1.229 -0.406 -0.107 -0.0335 

 (0.850) (0.844) (0.111) (0.141) 

Age of CEO: 45-54 ys -1.181 -0.615 -0.101 -0.0655 

 (0.848) (0.843) (0.111) (0.141) 

Age of CEO: 55-64 ys -1.193 -0.603 -0.102 -0.0636 

 (0.848) (0.844) (0.111) (0.141) 

Age of CEO: 65-74 ys -0.953 -0.716 -0.0825 -0.0828 

 (0.854) (0.847) (0.111) (0.142) 

Age of: CEO >75 -1.091 -0.387 -0.0986 -0.0328 

 (0.896) (0.858) (0.113) (0.144) 

CEO: manager outside the 

firm -0.145 0.173 -0.0120 0.0284 

 (0.192) (0.129) (0.0113) (0.0201) 

CEO: manager within the firm -0.0475 0.0738 -0.00437 0.0116 

 (0.172) (0.121) (0.0111) (0.0179) 

CEO: other -0.336 0.127 -0.0219 0.0239 

 (0.342) (0.206) (0.0174) (0.0317) 

Performance based financial 0.608 0.332 0.0382 0.0387 
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reward (0.0881) (0.0647) (0.00667) (0.00967) 

Strategy: Lowering product 

cost -0.128 0.102 -0.0104 0.0169 

 (0.0926) (0.0625) (0.00623) (0.00897) 

Strategy: Improving product 

quality 

-0.0119 

(0.0861) 

-0.121 

(0.0579) 

0.00110 

(0.00579) 

-0.0174 

(0.00832) 

Strategy: Increasing brand 

recognition 

0.213 

(0.0984) 

-0.00266 

(0.0684) 

0.0145 

(0.00660) 

-0.00376 

(0.00979) 

Industry dummies 2-digit NACE 
2-digit 

NACE 
2-digit NACE 

2-digit 

NACE 

Observations 9,701 9,701 9,701 9,701 

Pseudo R-2 0.0701 0.0701 0.0701 0.0701 

Log-likelihood -6719 -6719 -6719 -6719 

Note: The table shows the results of the multinomial logit model estimating the impact 

on centralization decision. Column 1 and 2 display regression coefficients, column 3 and 

4 show marginal effects. Sales change is the modified continuous measure of decrease in 

turnover. Employment change is measured in percentage. Investment change is the 

modified continuous measure of change in investment. Postpone innovation investment 

is 1 when the firm did not postpone innovation investment and zero otherwise. The 

other explanatory variables are dummy variables and described in the text. Initial 

centralization, employment and country controls are included, but not reported. 2-digit 

NACE codes are included as industry controls if noted. Standard errors are in 

parenthesis.  

 

Next, in Table A.3 in the Appendix we run a multinomial probit model which is more 

flexible than the multinomial logit. This model yields very similar results in terms of marginal 

effects to the multinomial logit specification reported earlier. 

Finally, as we have already mentioned, the turnover change variable is created from 

dummies where firms only reported intervals of turnover change. However, this 

manipulation may lead to functional form misspecification. In Table A.1 we include a set of 

dummies representing these intervals to find very similar results to the previous ones.  

Functional form problems may also arise with respect to the investment change 

variable. First, the question is constructed in such a way that firms which did not cut their 

investment only report this fact rather than the magnitude of increase in their investment. 

Second, there is a possible truncation problem for firms which did cut their investment by 

100 percent. Hence, we include two dummies for firms not cutting their investment and 

cutting it by 100 percent in columns (3) and (4) of Table A.1. Again, our main results do not 
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change, but we find that firms decreasing their investments radically were less likely to 

change their organization than other firms. 

 

DISCUSSION 

 

This study has used a unique and large dataset of more than 14,000 European manufacturing 

firms to study the relationship between the size of different shocks faced by the firm during 

the 2008-09 recession and whether the firms changed the degree of centralization of their 

strategic decision-making.  

We have studied four measures of shocks: change in turnover, employment, 

investment, and whether the firm postponed an innovation project. We have found the 

strongest association with employment and postponing innovation: a 10 percentage point 

larger employment shock was associated with a 1.4 percentage point larger probability of 

centralization, while postponing innovation increased the probability of centralization by 

nearly 6 percent. The other two shocks proved to be less important when controlling for these 

variables. The common characteristic in the two shocks with strong effects is that they are 

more likely to proxy the management’s expectations about the future and the time horizon of 

their decisions.  

We have also found evidence that centralization during recessions is associated with a 

number of other factors. First, there are considerable differences across countries suggesting 

evidence for the importance of culture. Second, family-owned firms were more likely to 

decentralize. Third, firms which were part of a group were more inclined to centralize than 

independent firms. Fourth, non-owner CEOs were more likely to decentralize than owner 

CEOs. Fifth, firms competing with their cost level were more likely to centralize than firms 

with other strategic focus.  

In terms of theory, the finding that larger shocks are associated with centralization may 

be in line with the threat-rigidity approach according to which managers centralize in a 

threatening environment. Centralization may also be optimal for more rapid search in a 

complex and rapidly changing solution landscape. 

Furthermore, our results also suggest that firms in general display a centralization cycle 

which follows the real economy: firms centralize during crises and decentralize during 

upturns. Nevertheless, our results also suggest that different countries and firms follow a 

heterogeneous cycle. A better understanding industry or country-level dynamics may require 

a higher degree appreciation of heterogeneity across firms. 

Several important theories suggest that the centralizing tendency during recessions 

may be suboptimal from the viewpoint of the firms. This implies that managers should 
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regularly any consciously review the decision-making process of the firm and analyze 

systematically the decisions taken at times when the firm is under stress.  
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APPENDIX tables 

Table A. 

Multinomial logit with discrete sales change 

  (1) (2) (3) (4) 

 

Decentralized Centralized Decentralized Centralized 

 

Coefficients Marginal effects 

Sales decrease: 0-10% -0.00917 0.0555 -0.00156 0.00805 

 (0.0987) (0.0713) (0.00701) (0.0100) 

Sales decrease: 10-30% -0.213 0.139 -0.0161 0.0237 

 (0.0953) (0.0646) (0.00632) (0.00927) 

Sales decrease: >30% -0.258 0.0332 -0.0173 0.00851 

 (0.122) (0.0807) (0.00775) (0.0114) 

Employment change 0.00220 -0.00971 0.000288 -0.00145 

 (0.00262) (0.00166) (0.000168) (0.000238) 

Investment change -0.00297 -0.00202 -0.000163 -0.000252 

 (0.00216) (0.00146) (0.000138) (0.000209) 

Investment change 

(lower bound) 

-0.663 

(0.183) 

-0.442 

(0.118) 

-0.0365 

(0.0117) 

-0.0547 

(0.0169) 

Investment change 

(upper bound) 

0.121 

(0.259) 

0.0183 

(0.173) 

0.00761 

(0.0166) 

0.000863 

(0.0249) 

Postpone innovation 

investment 

-0.333 

(0.0749) 

-0.392 

(0.0496) 

-0.0162 

(0.00506) 

-0.0539 

(0.00754) 

Employment: 20-49 0.321 0.147 0.0168 0.0163 

 (0.0854) (0.0548) (0.00481) (0.00743) 

Employment: 50-249 0.694 0.434 0.0394 0.0534 

 (0.0984) (0.0665) (0.00673) (0.00985) 

Employment: > 250 0.612 0.724 0.0264 0.106 

 (0.146) (0.0932) (0.00989) (0.0160) 

France -0.544 -0.59 -0.0267 -0.0637 

 (0.231) (0.167) (0.0156) (0.0222) 

Germany -0.180 -0.346 -0.00813 -0.0413 

 (0.225) (0.165) (0.0157) (0.0223) 

Hungary -0.495 0.154 -0.0302 0.0288 

 (0.324) (0.202) (0.0186) (0.0293) 

Italy -0.295 0.756 -0.0287 0.136 

 (0.231) (0.161) (0.0156) (0.0232) 
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Spain 0.734 0.578 0.054 0.0765 

 (0.222) (0.162) (0.0166) (0.0231) 

UK -0.370 -0.168 -0.0210 -0.0182 

 (0.235) (0.168) (0.0159) (0.0229) 

Industry dummies 2-digit NACE 2-digit NACE 2-digit NACE 2-digit NACE 

Observations 13,727 13,727 13,727 13,727 

Pseudo R-2 0.0578 0.0578 0.0578 0.0578 

Log-likelihood -9471 -9471 -9471 -9471 

Note: The table shows the results of the multinomial logit models estimating the impact on 

centralization decision. The dependent variable is described in the text. Column 1 and 2 display 

regression coefficients, column 3 and 4 show marginal effects. Sales decrease is a dummy variable, 

where the baseline value is the increase of turnover. Investment change is the modified continuous 

measure of change in investment. The investment change lower/upper bound takes the value 1, when 

the company decreased its planned investment by 10Appendi0% or 0%. Postpone innovation 

investment is 1 when the firm did not postpone innovation investment and zero otherwise. 

Employment is measured with a set of dummies. In the case of countries the baseline is Austria. 2-

digit industry NACE codes are included when noted. Standard errors are in parenthesis.  
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Table A.2  

Correlation between the different crisis measures 

 

Employment 

change 

Sales 

change 

Investment 

change 

Postpone 

innovation inv. 

Employment change 1 

   Sales change 0.4444 1 

  Investment change 0.2722 0.3201 1 

 Postpone innovation inv. 0.1646 0.2041 0.3516 1 
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Table A.3 

Multinomial probit model 

  (1) (2) (3) (4) (5) (6) (7) (8) 

 

Decentralized Centralized Decentralized Centralized Decentralized Centralized Decentralized Centralized 

 

Coefficients Marginal effects Coefficients 

Marginal 

effects 

Sales change 0.00225 -0.00247 0.000301 -0.000542 0.00356 -0.000745 0.000383 -0.000249 

 

(0.00142) (0.00111) (0.000138) (0.000206) (0.00145) (0.00114) (0.000141) (0.000210) 

Employment 

change 

-0.000128 

(0.00168) 

-0.00845 

(0.00129) 

0.000239 

(0.000163) 

-0.00162 

(0.000238) 

0.000837 

(0.00170) 

-0.00724 

(0.00131) 

0.000302 

(0.000165) 

-0.00141 

(0.000239) 

Investment 

change     

-0.000428 

(0.000386) 

-0.000633 

(0.000304) 

-2.43e-05 

(3.75e-05) 

-0.000108 

(5.58e-05) 

Postpone 

innovation 

inv. 
    

-0.265 

(0.0494) 

-0.327 

(0.0391) 

-0.0174 

(0.00505) 

-0.056 

(0.00754) 

Employment: 

20-49 

0.224 

(0.0550) 

0.133 

(0.0426) 

0.0172 

(0.00479) 

0.0183 

(0.00742) 

0.222 

(0.0551) 

0.127 

(0.0427) 

0.017 

(0.00479) 

0.0173 

(0.00740) 

Employment: 

50-249 

0.505 

(0.0646) 

0.384 

(0.0517) 

0.0405 

(0.00670) 

0.059 

(0.00982) 

0.504 

(0.0648) 

0.38 

(0.0519) 

0.0404 

(0.00670) 

0.0578 

(0.00979) 

Employment:  

> 250 

0.492 

(0.0952) 

0.619 

(0.0737) 

0.0291 

(0.00994) 

0.113 

(0.0159) 

0.499 

(0.0955) 

0.621 

(0.0741) 

0.0296 

(0.00999) 

0.112 

(0.0159) 

France -0.412 -0.466 -0.0281 -0.0649 -0.419 -0.473 -0.0286 -0.0659 

 (0.152) (0.127) (0.0156) (0.0220) (0.152) (0.127) (0.0157) (0.0222) 

Germany -0.151 -0.27 -0.00880 -0.0419 -0.151 -0.27 -0.00878 -0.0419 
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 (0.150) (0.126) (0.0157) (0.0221) (0.150) (0.126) (0.0159) (0.0223) 

Hungary -0.290 0.109 -0.0298 0.0288 -0.300 0.102 -0.0307 0.0278 

 (0.206) (0.157) (0.0186) (0.0294) (0.206) (0.158) (0.0188) (0.0295) 

Italy -0.109 0.603 -0.0289 0.137 -0.118 0.6 -0.0299 0.137 

 (0.152) (0.124) (0.0156) (0.0231) (0.152) (0.124) (0.0157) (0.0232) 

Spain 0.584 0.53 0.0579 0.0884 0.538 0.475 0.0534 0.0774 

 (0.149) (0.125) (0.0166) (0.0230) (0.149) (0.125) (0.0167) (0.0231) 

UK -0.263 -0.151 -0.0218 -0.0202 -0.269 -0.159 -0.0223 -0.0212 

 (0.155) (0.129) (0.0159) (0.0227) (0.155) (0.129) (0.0160) (0.0229) 

Industry 

dummies 
2-digit NACE 

2-digit 

NACE 
2-digit NACE 

2-digit 

NACE 
2-digit NACE 

2-digit 

NACE 
2-digit NACE 

2-digit 

NACE 

Observations 13,727 13,727 13,727 13,727 13,727 13,727 13,727 13,727 

Log-

likelihood 
-9540 -9540 -9540 -9540 -9487 -9487 -9487 -9487 

Note: The table shows the results of the multinomial probit models estimating the impact on centralization decision. The 

dependent variable shows whether the firm centralized, decentralized or did not change their decision-making process during 

2009, with 'no change' as the base category. Columns 1 and 2 display regression coefficients, column 3 and 4 show marginal 

effects, while columns (4)-(8) repeat this exercise with a model where we also include the change in investment and a dummy 

showing if the firm postponed its innovation activities. Sales change is the modified continuous measure of decrease in 

turnover. Employment change is measured in percentage. Investment change is the modified continuous measure of change in 

investment. Postpone innovation investment is 1 when the firm did not postpone innovation investment and zero otherwise. 

Employment is measured with a set of dummies. In the case of countries the baseline is Austria. 2-digit industry NACE codes 

are included when noted. Standard errors are in parenthesis.  

 


