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On how to identify experts in a community

Balazs Sziklai

Abstract

The group identification literature mostly revolves around the problem of identifying
individuals in the community who belong to groups with ethnic or religious identity. Here we
use the same model framework to identify individuals who play key role in some sense. In
particular we will focus on expert selection in social networks. Ethnic groups and experts
groups need completely different approaches and different type of selection rules are
successful for one and for the other. We drop monotonicity and independence, two common
requirements, in order to achieve stability, a property which is indispensable in case of expert
selection. The idea is that experts are more effective in identifying each other, thus the
selected individuals should support each others membership. We propose an algorithm based
on the so called top candidate relation. We establish an axiomatization to show that it is
theoretically well-founded. Furthermore we present a case study using citation data to
demonstrate its effectiveness. We compare its performance with classical centrality

measures.

Keywords: Group identification, Expert selection, Stability, Citation analysis, Nucleolus
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Hogyan azonositsunk szakértoket egy kozosségben?

Sziklai Balazs

Osszefoglald

A csoportidentifikacioval foglalkozé irodalom tobbnyire etnikai vagy vallasi csoportok
azonositasat érint6 kérdéseket vizsgal. Mihelytanulmanyunkban arra hasznaljuk a modellt,
hogy azonositsuk a kozosségben valamilyen szempontbol kulcsszerepet betolté szereplket.
Ezen beliil is a szakért6k tarsadalmi halozatokon beliili azonositadsara osszpontositunk.
Etnikai csoportok és szakért§ csoportok teljesen kiilonb6z6 megkozelitést igényelnek, mas
kivalasztasi szabaly lesz sikeres az egyik és a maésik esetében. Elhagyjuk a kivalasztasi
szabalyok két gyakran alkalmazott tulajdonsdgat — a monotonitast és a fiiggetlenséget —
annak érdekében, hogy biztositsuk a csoport stabilitasat. Ez utobbi elengedhetetlennek
bizonyul a szakért6k meghatarozasakor. A f6 gondolat az, hogy a szakért6k sikeresebben
azonositjadk egymast, tehat a megalakulé csoportnak bels6 tamogatottsaggal kell
rendelkeznie. Bemutatunk egy algoritmust, ami az tn. csucsjelolt-kivalasztason alapul. Az igy
nyert kivalasztasi szabalyt egy axiomatizacié segitségével elméletileg is megalapozzuk. A
modszer hatékonysigat egy citacids adatbazison alapul6 esettanulményon is szemléltetjiik.
Az algoritmus teljesitményének kiértékeléséhez a kapott eredményeket 6sszevetjiik azokkal,

amelyeket a klasszikus centralitas mértékek josolnak.

Targyszavak: csoportidentifikdci6, szakért-kivalasztas, stabilitds, citacios elemzés,

nukleolusz

JEL kod: D71



On how to identify experts in a community

Balazs Sziklai*

September 12, 2015

Abstract

The group identification literature mostly revolves around the prob-
lem of identifying individuals in the community who belong to groups
with ethnic or religious identity. Here we use the same model frame-
work to identify individuals who play key role in some sense. In par-
ticular we will focus on expert selection in social networks. Ethnic
groups and experts groups need completely different approaches and
different type of selection rules are successful for one and for the other.
We drop monotonicity and independence, two common requirements,
in order to achieve stability, a property which is indispensable in case
of expert selection. The idea is that experts are more effective in iden-
tifying each other, thus the selected individuals should support each
others membership. We propose an algorithm based on the so called
top candidate relation. We establish an axiomatization to show that
it is theoretically well-founded. Furthermore we present a case study
using citation data to demonstrate its effectiveness. We compare its
performance with classical centrality measures.

Keywords and phrases: Group identification, Expert selection, Sta-
bility, Citation analysis, Nucleolus

JEL-codes: D71

1 Introduction

The group identification literature has been focusing primarily on social cat-
egories such as ethnicity and religion. The original model of Kasher and

*Research was funded by OTKA grants K109354 and K108383 and by the Hungarian
Academy of Sciences under its Momentum Programme (LD-004,/2010).



Rubinstein (1997) stemmed from questions related to Jewish identity, while
Miller (2008) reports on federal policy regulating racial data collection in
the US. They argue that self-identification is the only conceptually sound
selection rule. Self-identification indeed seems to be the good choice when
the group’s characteristics depend on the inner beliefs of the individuals,
however, it does not fare so well when there are more objective traits which
define who belongs to the group. For instance determining who is the best
chess player is an altogether different problem. The latter kind of questions
are usually decided by competitions. There is an extensive literature on
tournament solutions, for a comprehensive review see (Laslier, 1997).

Samet and Schmeidler (2003) consider a broader spectrum of group iden-
tification problems ranging from issues that can be decided by the individ-
ual, such as who can read a book, to problems which need some kind of
social consent, e.g. electing a candidate. They view it as the confrontation
of two democratic principles: liberalism (or individualism) and majoritarian-
ism. They propose a family of rules characterized by three axioms, symmetry,
monotonicity and independence!. The relationship of the latter two are also
studied by Ju (2010) and Cengelci and Sanver (2010).

Some groups, however, cannot be captured by voting rules which satisfy
independence or monotonicity. Consider the problem of identifying under-
ground? music bands. A band which is referred too many times is by defi-
nition mainstream, and the individuals who refer to it have false perception
regarding its popularity. Politicians who will achieve a surprisingly good
result on the next election compose another group which is impossible to
capture with monotonic voting rules. If everyone believes that a politician
will produce a good result in the upcoming election, then his success is hardly
surprising.

Independence is also violated in some cases. The problem of identifying
experts in a community incorporates both subjective and objective elements.
We can not decide who is the best economist by competitions, but self-
appointment or simple majority voting will not suffice either. The latter one
fails because experts and non-experts have different capabilities in identifying
each other. Experts tend to identify each other better, while laypersons may
rule out real experts and recommend dilettantes.

We will translate the recommendations of the individuals into a directed
graph network. Experts in the graph are nodes with certain desirable fea-
tures. The general problem, measuring the significance of some nodes in a

I The formalization of this three axiom substantially differs from how they were estab-
lished in (Kasher and Rubinstein, 1997). In particular monotonicity and independence
were much weaker. Note that Miller (2008) refers to symmetry as anonymity.

2Here 'underground’ refers to the popularity of the band and not to the music style.



network, occurs in various field, such as Computer science, Chemistry or Bi-
ology. Various methods were invented in parallel to quantify the importance
of these nodes. Boldi and Vigna (2014) offers a axiomatic overview on the
most commonly applied centrality measures.

In this paper we focus on the axiomatic foundation of expert selection. We
argue that stability is a key component of any solution. That is, the selected
group should consider each of its members as experts and no one else outside
the group. Depending on the qualification criterion we distinguish between
different types of stability. We provide an iterative algorithm that is strongly
stable with respect to the so called top candidate relation. Top candidates
of an individual are persons who are approved by both the community and
by the individual in question. Unlike in (Dimitrov et al., 2007) where the
procedure starts from a small set and gradually extends the group until a
certain condition holds, we start with the whole community and shrink the
group size until stability is met.

We conclude with a case study based on citation data. A citation can
be considered as a recommendation made by one author to another, which
fits well with the group identification framework. We chose the nucleolus — a
rather specific, but still extensive research topic in cooperative game theory
— as the subject of our analysis.

Ranking scientific researchers based on their productivity and the recog-
nition of their work is a popular topic with many applications, such as per-
formance evaluation, recruitment, or handing out of a prize or a grant. The
literature mostly focuses on developing and analysing indexes such as the
h-index (Hirsch, 2005) and the g-index (Egghe, 2006). Our method provides
a complementary tool for this task. The main difference between the clas-
sical metrics and our method is that instead of coming up with numbers
that represent the importance of the individuals our algorithm selects a few
individual who are deemed important.

Potential applications of the proposed model include content recommen-
dation (Amatriain et al., 2009; Carchiolo et al., 2015), identifying profession-
als in community technical supports (Pal and Konstan, 2010) and locating
competencies and expertise in large enterprises (John and Seligmann, 2006).

2 Model

Let N ={1,2,...,n} denote the set of individuals in the community. Based
on the opinion of the individuals we would like to identify a certain subset of
N. An opinion profile P = (p;;)nxn is a matrix which contains the opinions,
where p;; = 1 if 7 believes that j belongs to the group, and p;; = 0 otherwise.



If p;; = 1 then we say that ¢ recommends j. We assume that everyone states
his or her true preference, the opinion matrix is not affected by modesty,
envy or any strategic behaviour.

It is natural to think of P as the adjacency matrix of a directed graph,
whose node and arc set are the individuals and their recommendations re-
spectively. We denote by N (i) the neighbours of 4, i.e. the set of individuals
who according to ¢’s opinion belong to the group. The supporters of 7, the
individuals who believe that i is a group member, is denoted by B(i). We
allow for i to form an opinion about herself®, that is, N(i) and B(:) may
contain 1.

We extend the model of Kasher and Rubinstein in one way: we allow
for some individuals to form opinion without being elective. That is, some
individuals cannot be chosen as a group member. This is quite natural
in some applications. Suppose, for instance, that there is a prize which
is awarded annually to the best economist. Individuals who won the prize on
a previous occasion can not be chosen again. Their opinion however matters.
The same problem happens when an examining committee is assembled and
some persons are deemed unsuitable due to conflict of interest. For example
an editor may not like to hand over a manuscript to a former coauthor of
the submitter, but he may inquire his opinion about the referee selection.
To ensure that every relevant information is encompassed in the decision, we
allow the non-elective members to form opinion and also for others to form
opinion about them.

A group identification problem (shortly GIP) T is triple (N, P, X) con-
sisting the set of individuals NV, the corresponding opinion profile P and a
list X containing the non-elective members. The complement of X - the
members who can be elected - are denoted by E. The GIP (N, P,)) where
every individual is elective is of special importance and will be denoted by
I'y. The set of group identification problems on N is denoted by GV. A
selection rule is function f : G — 2F that assigns a set of individuals (i.e.
the members of the group) for each GIP. The most widely studied selection
rule is the liberal rule (aka self-identification), denoted by L, which picks
the elective individuals who consider themselves group members, formally
LI)={jeE|jeNU)}

3We would like to avoid even the appearance that selecting experts is a 'man’s job’.
Thus we refer to individual 4 as ’she’ and individual j as 'he’.



3 Proposed Axioms

Stability of a solution is a central concept both in mechanism design and
game theory. Stability is also crucial for expert selection algorithms: the
selected members must support each other’s membership. Ultimately, the
best judge of an expert is another expert.

This idea has some history. Samet and Schmeidler (2003) examine the
problem of identifying Hobbits in the community. They introduce the so
called affirmative self-determination axiom, which requires that Hobbits and
only Hobbits determine who Hobbits are. However, they use it to charac-
terize the liberal rule by applying standard axioms like monotonicity and
independence. Miller (2008) proposes two new class of rules: agreement and
nomination rules. Both of them — with different intensity — require from a
group member to have inner support. The combination of these two rule
types yields one-vote rules where the relevant set, which decides the group
membership of an individual, consist of one person. Once again the liberal
rule is characterized by using the so called separability axioms.

The stability requirement we propose has two aspects. First each mem-
ber of the group must have some inner support. Secondly, if an individual is
recognized as a group member then the persons he recommends are also po-
tential members. To treat these conditions formally we introduce the notion
of qualifiers.

Definition 1. Let Q : 2V — 2% be a selection criterion that assigns a set of
individuals to any subset of N. A selection criterion () is called a qualifier if
it satisfies the following two conditions

e Qi) C N(i) for all i € N and
o Q(S) = UjesQ(i) for any S C N.
We say that i nominates j under Q if j € Q(1).

Qualifiers serve as filters, they narrow down the possible group members.
The set Q(S) collects those individuals who are nominated by at least one
person in S. Note that qualifiers — unlike to selection rules — may nominate
non-elective members as well. Let us clarify that the identification of a quali-
fied persons is made by the aggregator and not by the individuals themselves.
In this model we do not take into consideration whether an individual has a
preference order on the other individuals or not.

We propose the following qualifier. Let each individual point to the per-
son(s) among those he approves who are the most acknowledged in the com-
munity. The persons selected by ¢ in this way are called the top candidates
of i.
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